
Journal of Approximation Theory 137 (2005) 108–122
www.elsevier.com/locate/jat

Clifford algebra-valued orthogonal polynomials in
Euclidean space

F. Brackx, N. De Schepper∗, F. Sommen
Clifford Research Group, Department of Mathematical Analysis, Faculty of Engineering, Ghent University,

Galglaan 2, 9000 Gent, Belgium

Received 12 December 2003; accepted 3 August 2005

Communicated by Walter Van Assche
Available online 21 September 2005

Abstract

In this paper a newmethod for constructing Clifford algebra-valued orthogonal polynomials in Euclidean
space is presented. In earlier research, only scalar-valued weight functions were involved. Now the class of
weight functions is enlarged with Clifford algebra-valued functions.

Themethodconsists in transforming theorthogonality relationon theEuclideanspace intoanorthogonality
relation on the real axis by means of the so-called Clifford–Heaviside functions. Consequently appropriate
orthogonal polynomials on the real axis yield Clifford algebra-valued orthogonal polynomials in Euclidean
space.

Three specific examples of such orthogonal polynomials in Euclidean space are discussed, viz. the gen-
eralized Clifford–Hermite, the Clifford–Laguerre and the half-range Clifford–Hermite polynomials.
Published by Elsevier Inc.
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1. Introduction

In a series of papers[4–6,8,9] higher-dimensional wavelets and their corresponding continuous
wavelet transforms have been studiedwithin the framework of Clifford analysis. Clifford analysis,
centred around the notion of monogenic function, may be regarded as a direct and elegant gen-
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eralization to higher dimension of the theory of holomorphic functions in the complex plane. An
essential step in the construction of those Clifford-wavelets is the introduction of specific poly-
nomials satisfying orthogonality relations with respect to scalar-valued weight functions. These
polynomials originate as a result of a particular Clifford analysis technique, the so-calledCauchy–
Kowalewskaia extension of a real-analytic function inRm to a monogenic function inRm+1. The
Clifford–Hermite,Clifford–Gegenbauer andClifford–Laguerrepolynomials constructed thisway,
all give rise to wavelets inRm since they all satisfy the necessary admissibility condition. The
respective orthogonality relations lead to a number of vanishing moments, an important feature
in wavelet theory. For an account of the continuous wavelet transform in Clifford analysis and
an overview of the generalized orthogonal polynomials and their corresponding wavelets thus far
obtained, we refer the reader to[7].
In our quest for new Clifford wavelets we came across a simple but highly efficient method

for constructing Clifford algebra-valued orthogonal polynomials in Euclidean space. It should be
emphasized that the class of weight functions, which up to now always were scalar-valued, is now
enlarged with Clifford algebra-valued real-analytic functions. Unfortunately the newly obtained
orthogonal polynomials fail to satisfy the necessary admissibility condition in order to make them
candidates for amotherwavelet. However both themethod and the higher-dimensional orthogonal
polynomials it generates, have a value of their own.
In order to make the paper self-contained, a section on definitions and basic properties of

Clifford algebra and Clifford analysis is included (see Section 2).
In Section 3 our methodology is presented. It consists, roughly speaking, of transforming the

orthogonality relation on the Euclidean space into an orthogonality relation on the real axis.
Crucial to this transformation are the so-called Clifford–Heaviside functions; they generalize to
higher dimension the Heaviside step-function on the real axis and are a typical feature of Clifford
analysis. Apparently our construction method is simple, but nevertheless it should be emphasized
that this is entirely due to the power of Clifford analysis and the existence of these idempotent
Clifford–Heaviside functions, inexisting in complex or harmonic analysis.
The method is then applied to three specific cases; in each of the cases known orthogonal

polynomials on the interval] − ∞,+∞[ or [0,+∞[ lead to orthogonal Clifford algebra-valued
polynomials in Euclidean space. The obtained Clifford–Laguerre (see Section 5) and half-range
Clifford–Hermite polynomials (see Section 6) are entirely new; the generalized Clifford–Hermite
polynomials (see Section 4) coincide, up to constants, with the radial Clifford–Hermite polyno-
mials, already introduced in [19] by means of the Cauchy–Kowalewskaia extension. A number
of those higher-dimensional orthogonal polynomials is explicitly calculated and in each case an
explicit recurrence relation is established.

2. Clifford algebra and Clifford analysis

Clifford analysis (see e.g. [2,12]) offers a function theory which is a higher-dimensional ana-
logue of the theory of the holomorphic functions of one complex variable. The functions consid-
ered are defined inRm (m > 1)and take their values in the Clifford algebraRm or its complexifi-
cationCm. If (e1, . . . , em) is an orthonormal basis ofRm, then a basis for the Clifford algebraRm

is given by(eA : A ⊂ {1, . . . , m}) wheree∅ = 1 is the identity element. The non-commutative
multiplication in the Clifford algebra is governed by the rules:

e2j = −1, j = 1, . . . , m,

ej ek + ekej = 0, j = k, j, k = 1, . . . , m.
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Conjugation is defined as the anti-involution for which

ej = −ej , j = 1, . . . , m,

with the additional rulei = −i in the case ofCm.
Fork = 0, 1, . . . , m fixed, we call

Ck
m =

{ ∑
#A=k

aAeA; aA ∈ C

}

the subspace ofk-vectors, i.e. the space spanned by the products ofk different basis vectors.
The Euclidean spaceRm is embedded in the Clifford algebrasRm andCm by identifying

(x1, . . . , xm) with the vector variablex given by

x =
m∑
j=1

ej xj .

The product of two vectors splits up into a scalar part and a 2-vector, also called bivector, part:

xy = x · y + x ∧ y,

where

x · y = −〈x, y〉 = −
m∑
j=1

xjyj

and

x ∧ y =
m∑
j=1

m∑
k=j+1

ej ek(xj yk − xkyj ).

In particular

x2 = −〈x, x〉 = −|x|2.
The Spin-group

Spin(m) = {s = �1 . . .�2�; �j ∈ Sm−1, j = 1, . . . ,2�, � ∈ N},

whereSm−1 denotes the unit sphere inRm, is a two-fold covering group of the rotation group
SO(m). For T ∈ SO(m), there existss ∈ Spin(m) such thatT (x) = sxs = (−s)x(−s), for all
x ∈ Rm.
In the sequel, the so-called Clifford–Heaviside functions

P+ = 1

2

(
1+ i

x

|x|
)
, P− = 1

2

(
1− i

x

|x|
)

will play an important rôle; they were introduced independently by Sommen[18] and McIntosh
[16].
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Introducing spherical co-ordinates inRm by

x = r�, r = |x| ∈ [0,+∞[, � ∈ Sm−1,

the Clifford–Heaviside functions can be rewritten as

P+ = 1

2

(
1+ i�

)
, P− = 1

2

(
1− i�

)
.

They satisfy the relations

P+ + P− = 1; P+P− = P−P+ = 0, (P+)2 = P+, (P−)2 = P−.

Furthermore, we have

i� P± = ± P± and henceix P± = ± r P±.

The central notion in Clifford analysis is the notion of monogenicity, the higher-
dimensional analogue of holomorphicity.
An Rm- or Cm-valued functionF(x1, . . . , xm) is called left monogenic in an open region of

Rm, if in that region:

�xF = 0.

Here�x is the Dirac operator inRm:

�x =
m∑
j=1

ej�xj ,

a vector elliptic differential operator of the first-order splitting the Laplacian inRm:

�m = −�2x.

The notion of right monogenicity is defined in a similar way by letting act the Dirac operator from
the right.
Let � ⊂ Rm be open, letC be a compact orientablem-dimensional manifold with boundary

�C and define the orientedRm-valued surface elementd�x on�C by

d�x =
m∑
j=1

(−1)j ej dx̂j ,

where

dx̂j = dx1 ∧ · · · ∧ [dxj ] ∧ · · · ∧ dxm, j = 1,2, . . . , m.

If n(x) stands for the outward pointing unit normal atx ∈ �C, then

d�x = n(x) d�(x),

d�(x) being the Lebesgue surface measure.
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Suppose thatf ∈ C1(�) is right monogenic in�. Then Cauchy’s Theorem states that for each
C ⊂ �,∫

�C
f (x) d�x = 0.

An important particular example occurs in the following case: takef = 1 andC = B(1) =
{x ∈ Rm; |x|�1}, the closed unit ball inRm. Then�C = Sm−1 and at each point� ∈ Sm−1,
n(�) = �, whenced�� = �dS(�) with dS(�) the Lebesgue measure onSm−1.
Consequently, we have∫

Sm−1
�dS(� ) = 0,

confirming the fact that� is a spherical harmonic.
The above result will be of crucial importance in our general method for constructing Clifford

algebra-valued orthogonal polynomials in Euclidean space.

3. The general construction method

In this sectionweexposeourmethodology for constructingCliffordalgebra-valuedpolynomials
of the form

pn(ix) =
n∑

k=0

ak(ix)
k, ak ∈ C, k = 0, 1,2, . . . , n,

which are orthogonal on the Euclidean spaceRm with respect to a Clifford algebra-valued weight
function. Note that the polynomials considered take their values inC0

m ⊕ C1
m, i.e. a scalar plus a

vector, also called paravector.

Definition. If W(r) = ∑∞
j=0 bj r

j (bj ∈ C, j ∈ N ∪ {0}) is real-analytic in the neighbourhood

of the originr = 0, then one definesW(ix) = ∑∞
j=0 bj (ix)

j .

Proposition. If W(r) is real-analytic in] − �, � [ then in o

B(0, �) = {x ∈ Rm; |x| < �} one has:
(i) W(ix) is real-analytic in the variables(x1, . . . , xm),
(ii) W(ix)P+ = P+W(ix) = W(r)P+,
(iii) W(ix)P− = P−W(ix) = W(−r)P−,
(iv) W(ix) = W(r)P+ +W(−r)P− .

Proof.
(i) Straightforward.
(ii) Applying the properties ofP+, we have successively

W(ix)P+ =
∞∑
j=0

bj (ix)
jP+ =

∞∑
j=0

bj (ix)
j (P+)j =

∞∑
j=0

bj (rP
+)j =

∞∑
j=0

bj r
jP+

and thus

W(ix)P+ = W(r)P+.
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Moreover

W(ix)P+ = P+W(ix).

(iii) Similar to (ii).
(iv) The formulae in (ii) and (iii) lead to

W(ix)=W(ix)P+ +W(ix)P−

=W(r)P+ +W(−r)P−,

where we have used the fact thatP+ + P− = 1. �

Inwhat followswewill showhow,bymeansof theaboveproperties, integralsover theEuclidean
spaceRm can be rewritten in terms of integrals over the real axis. Consequently, constructing
Clifford algebra-valued polynomials{pn(ix)}n�0 which are orthogonal onRm will be reduced
to constructing orthogonal polynomials on the real axis.
Two types of Clifford algebra-valued orthogonal polynomials onRm will be distinguished:

3.1. Type 1: orthogonality onRm with respect to the weight functionW(ix)

First we search for Clifford algebra-valued polynomials{pn(ix)}n�0 which are orthogonal on
Rm with respect to a Clifford algebra-valued weight functionW(ix), thus satisfying the orthog-
onality relation(

pn(ix), pn′(ix)

)
=

∫
Rm

pn(ix)W(ix)pn′(ix) dV (x) = 0,

whenevern = n′. HeredV (x) stands for the Lebesgue measure onRm.
Using the fact thatP+ + P− = 1, we have(

pn(ix), pn′(ix)

)
=

∫
Rm

pn(ix)W(ix)pn′(ix)P+ dV (x)

+
∫

Rm
pn(ix)W(ix)pn′(ix)P− dV (x). (1)

As the polynomials{pn(ix)}n�0 satisfy

pn(ix)P
+ = pn(r)P

+ pn(ix)P
− = pn(−r)P−

and taking into account that (see Section2)∫
Sm−1

�dS(�) = 0,

expression (1) can be simplified to:(
pn(ix), pn′(ix)

)

=
∫

Rm
pn(r)W(r)pn′(r)P+dV (x)+

∫
Rm

pn(−r)W(−r)pn′(−r)P−dV (x)

=
∫ +∞

0
pn(r)W(r)pn′(r)rm−1 dr

∫
Sm−1

1

2
(1+ i�) dS(�)
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+
∫ +∞

0
pn(−r)W(−r)pn′(−r)rm−1 dr

∫
Sm−1

1

2
(1− i�) dS(�)

= Am

2

(∫ +∞

0
pn(r)W(r)pn′(r)rm−1 dr

+
∫ +∞

0
pn(−r)W(−r)pn′(−r)rm−1 dr

)

= Am

2

(∫ +∞

0
pn(r)W(r)pn′(r)|r|m−1 dr+

∫ 0

−∞
pn(u)W(u)pn′(u)|u|m−1du

)

= Am

2

∫ +∞

−∞
pn(r)W(r)|r|m−1pn′(r) dr.

HereAm denotes the area of the unit sphereSm−1 in Rm.
So we may conclude that the polynomials{pn(ix)}n�0 are orthogonal onRm with respect to

W(ix) if and only if the polynomials{pn(r)}n�0 are orthogonal on]−∞,+∞[ with respect to
the weight functionW(r)|r|m−1. Hereby it is tacitly assumed that the weight functionsW(r)

andW(ix) are real-analytic in, respectively,] −∞,+∞[ andRm and that moreover all integrals
involved are convergent.
Note that in the special case where the dimensionm is odd, the polynomials{pn(r)}n�0 should

be orthogonal on] − ∞,+∞[ with respect to the weight functionW(r)rm−1 .

3.2. Type 2: orthogonality onRm with respect to the weight functionW(ix)P+

Now we consider the construction of Clifford algebra-valued polynomials{pn(ix)}n�0 which
satisfy the orthogonality relation(

pn(ix), pn′(ix)

)
=

∫
Rm

pn(ix)W(ix)P+pn′(ix) dV (x) = 0,

whenevern = n′; thus we search for orthogonal polynomials{pn(ix)}n�0 in Rm with respect to
a Clifford algebra-valued weight function of the formW(ix)P+ = W(r)P+.

By introducing spherical co-ordinates we obtain:(
pn(ix), pn′(ix)

)
=

∫
Rm

pn(r)W(r)pn′(r)P+dV (x)

=
∫ +∞

0
pn(r)W(r)pn′(r)rm−1 dr

∫
Sm−1

1

2
(1+ i�) dS(�)

= Am

2

∫ +∞

0
pn(r)W(r)rm−1pn′(r) dr.

Consequently, the polynomials{pn(ix)}n�0 are orthogonal onRm with respect to
W(ix)P+ if and only if the polynomials{pn(r)}n�0 are orthogonal on[0,+∞[ with respect
to the weight functionW(r)rm−1.
Note that when considering inRm the weight functionW(ix)P− = W(−r)P−, one has in a

similar way as above(
pn(ix), pn′(ix)

)
= Am

2
(−1)m−1

∫ 0

−∞
pn(r)W(r)rm−1pn′(r) dr.
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In this case we thus need polynomials{pn(r)}n�0 which are orthogonal on]−∞, 0]with respect
to the weight functionW(r)rm−1.

4. The generalized Clifford–Hermite polynomials

In this section we focus on Clifford algebra-valued orthogonal polynomials inRm with respect
to the specific weight functionW(ix) = exp(−|ix|2) = exp(−|x|2). Hereby we will follow the
general theory of Section3.1.
The construction is based on the monic generalized Hermite polynomialsK

(�)
n (x) orthogonal

on ] − ∞,+∞[ with respect to|x|� exp(−x2); � > −1 (see e.g. [10,13,20]).
These polynomialsK(�)

n (x) satisfy the recurrence relation

K
(�)
n+1(x) = xK

(�)
n (x)− ânK

(�)
n−1(x), n�0,

K
(�)
−1(x) = 0, K

(�)
0 (x) = 1 (2)

with

ân =
{

n
2 if n is even,
n+�
2 if n is odd.

Furthermore, they can be expressed in terms of the generalized Laguerre polynomials on the real
line:

K
(�)
2n (x)= (−1)n n! L(�/2−1/2)

n (x2),

K
(�)
2n+1(x)= (−1)n n! x L(�/2+1/2)

n (x2).

These generalized Laguerre polynomialsL
(�)
n (x), for � > −1, are orthogonal polynomials asso-

ciated with the interval[0,+∞[ and the weight functionx� exp(−x).
From their explicit expression (see for e.g.[15])

L(�)n (x) =
n∑

k=0

(−1)k
(
n+ �

n− k

)
xk

k! , (3)

we obtain

K
(�)
2n (x)= (−1)nn!

n∑
k=0

(−1)k
(
n+ �

2 − 1
2

n− k

)
x2k

k! ,

K
(�)
2n+1(x)= n!

n∑
k=0

(−1)n+k
(
n+ �

2 + 1
2

n− k

)
x2k+1

k! .

The generalized Hermite polynomials{K(m−1)
n (x)}n�0 are orthogonal on] −∞,+∞[ with

respect to exp(−x2)|x|m−1. According to Section3.1, these polynomials are the desired building
blocks for the Clifford algebra-valued polynomials{Kn(ix)}n�0, which are orthogonal onRm

with respect to exp(−|x|2). We will call these polynomials the generalized Clifford–Hermite
polynomials.
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Converting the above results for the generalized Hermite polynomials to the Clifford analysis
settingaccording to thegeneral constructionmethodofSection3,weobtain the recurrence relation

Kn+1(ix) = ixKn(ix)− ãnKn−1(ix), n�0,

K−1(ix) = 0, K0(ix) = 1,

where now

ãn =
{

n
2 if n is even,
n+m−1

2 if n is odd.

The connection with the classical generalized Laguerre polynomials is given by

K2n(ix)= (−1)n n! L(m/2−1)
n (|x|2),

K2n+1(ix)= (−1)n n! ix L(m/2)n (|x|2)
and we have the explicit expression

K2n(ix)= (−1)nn!
n∑

k=0

(−1)k
(
n+ m

2 − 1

n− k

)
(ix)2k

k! ,

K2n+1(ix)= n!
n∑

k=0

(−1)n+k
(
n+ m

2
n− k

)
(ix)2k+1

k! .

The first generalized Clifford–Hermite polynomials are given by

K0(ix)= 1,

K1(ix)= ix,

K2(ix)= (ix)2 −
(
m

2

)

= |x|2 −
(
m

2

)
,

K3(ix)= (ix)3 −
(
m+ 2

2

)
ix

= i|x|2x −
(
m+ 2

2

)
ix,

K4(ix)= (ix)4 − (m+ 2)(ix)2 +
(
m+ 2

2

)(
m

2

)

= |x|4 − (m+ 2)|x|2 +
(
m+ 2

2

)(
m

2

)
,

K5(ix)= (ix)5 − (m+ 4)(ix)3 +
(
m+ 4

2

)(
m+ 2

2

)
(ix)

= i|x|4x − i(m+ 4)|x|2x +
(
m+ 4

2

)(
m+ 2

2

)
(ix),

etc.

Note thatK2n(ix) is real-valued, whileK2n+1(ix) is complex vector-valued.



F. Brackx et al. / Journal of Approximation Theory 137 (2005) 108–122 117

It should be noted that Clifford algebra-valued orthogonal polynomials inRm with respect to

the weight function exp

(
−|x|2

2

)
were already introduced in[19] by Sommen. These so-called

radial Clifford–Hermite polynomials{Hn,m(x)}n�0 were constructed by means of the Cauchy–
Kowalewskaia extension.
They can be expressed in terms of the generalized Laguerre polynomials on the real line as

follows:

H2n,m(x)= 2nn! L(m/2−1)
n

(
−x2

2

)
,

H2n+1,m(x)= 2nn! x L(m/2)n

(
−x2

2

)
,

which corrects a result from [11, p. 70; 12, p. 309].
Consequently we have

H2n,m(
√
2x)= 2nn! L(m/2−1)

n (|x|2),
H2n+1,m(

√
2x)= 2nn! √

2 x L(m/2)n (|x|2),
from which we obtain the following relation between the generalized Clifford–Hermite polyno-
mials and the radial Clifford–Hermite polynomials:

K2n(ix)= (−1)n2−nH2n,m(
√
2x),

K2n+1(ix)= (−1)ni2−(n+1/2)H2n+1,m(
√
2x).

5. The Clifford–Laguerre polynomials

In this section we construct Clifford algebra-valued polynomials which are orthogonal onRm

with respect to the Clifford algebra-valued weight functionW(ix)P+ = exp(−ix)(ix)�P+;
� > −m.
The first factor in this weight function exp(−ix) is defined by means of the real-analytic

function exp(−r) on the realr-axis (definition Section 3). The second factor(ix)�, � > −m is
defined by

(ix)� = r�
(
P+ + exp(i��)P−

)

(see[12, p. 349; 3, p. 14]).
Note that indeed:

(ix)�P+ = r�
((
P+)2 + exp(i��)P−P+

)
= r�P+

and hence

W(ix)P+ = exp(−ix)(ix)�P+ = exp(−ix)r�P+

= exp(−ix)P+r� = exp(−r)r�P+.
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By the change of variables� → � +m− 1> −1 andx → r in the orthogonality relation for
the generalized Laguerre polynomials{L(�)n (x)}n�0, � > −1, we get∫ +∞

0
exp(−r)r�+m−1L(�+m−1)

n (r)L
(�+m−1)
n′ (r) dr

= �(� +m)

(
n+ � +m− 1

n

)
�n,n′ .

In a similar way the explicit expression (3) and the recurrence relation for the generalized Laguerre
polynomials lead to

L(�+m−1)
n (r) =

n∑
k=0

(−1)k
(
n+ � +m− 1

n− k

)
rk

k!
and

nL(�+m−1)
n (r)=(2n+ � +m− 2− r)L

(�+m−1)
n−1 (r)−(n+ � +m− 2)L(�+m−1)

n−2 (r).

The above results for the polynomials{L(�+m−1)
n (r)}n�0 immediately give rise to the corre-

sponding results for the Clifford algebra-valued polynomials{L(�)n (ix)}n�0 orthogonal onRm

with respect to exp(−ix)(ix)�P+, � > −m, which we call the Clifford–Laguerre polynomials.
They take the explicit form

L(�)n (ix) =
n∑

k=0

(−1)k
(
n+ � +m− 1

n− k

)
(ix)k

k!
and satisfy the recurrence relation

nL(�)n (ix) = (2n+ � +m− 2− ix)L
(�)
n−1(ix)− (n+ � +m− 2)L(�)n−2(ix).

The first Clifford–Laguerre polynomials are calculated to be:

L
(�)
0 (ix)= 1,

L
(�)
1 (ix)= −ix + � +m,

L
(�)
2 (ix)= 1

2
(ix)2 − (� +m+ 1)ix+ 1

2
(� +m)(� +m+ 1),

L
(�)
3 (ix)= −1

6
(ix)3 + 1

2
(� +m+ 2)(ix)2 − 1

2
(� +m+ 1)(�+m+ 2)(ix)

+1

6
(� +m)(� +m+ 1)(�+m+ 2),

etc.

6. The half-range Clifford–Hermite polynomials

This section contains the construction of Clifford algebra-valued orthogonal polynomials in
Rm with respect to the Clifford algebra-valued weight functionW(ix)P+ = exp(−(ix)2)P+;
they are called the half-range Clifford–Hermite polynomials.
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According to the general theory exposed in Section3.2, this construction is based on orthogonal
polynomials on[0,+∞[ with respect to the weight function exp(−r2)rm−1.
In [1] a method is developed for calculating the coefficients in the recurrence relation for the

so-called half-range generalizedHermite polynomials on the real line{��
n(x)}n�0, � > −1. These

are monic orthogonal polynomials on the interval[0,+∞[ with respect to the weight function
x� exp(−x2), � > −1, thus satisfying

∫ +∞

0
x� exp(−x2)��

n(x)�
�
n′(x) dx = 0,

whenevern = n′.
Note that the half-range generalized Hermite polynomials are related to the Freud polynomials

which are orthogonal on] − ∞,+∞[ with respect to the weight function|x|� exp(−x4) . These
Freud polynomials were studied by Freud[14] and by Nevai [17].
The recurrence formula satisfied by these polynomials is

��
n+1(x) = (x − �n)�

�
n(x)− 	n�

�
n−1(x), n�0 (4)

with

��
−1(x) = 0, ��

0(x) = 1.

The coefficients�n and	n in their turn satisfy the recurrence relations:

	n + 	n−1 + �2n−1 = 2n− 1+ �

2
, (5)

�n�n−1	n =
(
n+ �

2

2
− 	n

)2

− �2

16
(6)

with starting values

�0 =
�

(
�
2 + 1

)

�

(
�+1
2

) and 	0 = 0.

The recurrence procedure for the coefficients�n and	n appears to be straightforward. Given�0
and	0 one calculates	1 from (5) and then one uses (6) to calculate�1, and so on.
Unfortunately, while the procedure is simple, the system is rather poorly conditioned. How this

comes about and what methods can be used to overcome this problem is explained in [1].
From (5) and (6) we obtain

	0 = 0,

�0 = �
( �
2 + 1

)
�

( �+1
2

) ,

	1 = � + 1

2
−

(
�

( �
2 + 1

)
�

( �+1
2

) )
,
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�1 =

(
�
(

�
2+1

)
�
(

�+1
2

) )3

− �
2

�
(

�
2+1

)
�
(

�+1
2

)
1+�
2 −

(
�
(

�
2+1

)
�
(

�+1
2

) )2
,

etc.

Now the recurrence formula (4) allows us to compute recursively

��
0(x)= 1,

��
1(x)= x − �

( �
2 + 1

)
�

( �+1
2

) ,

��
2(x)= x2 − �

( �
2 + 1

)
2�

( �+1
2

)(1+�
2 −

(
�
(

�
2+1

)
�
(

�+1
2

) )2)x

+

(
�

( �
2 + 1

))2

2

(
�

( �+1
2

))2(
1+�
2 −

(
�
(

�
2+1

)
�
(

�+1
2

) )2) − 1+ �

2
,

etc.

We observe that the half-range generalized Hermite polynomials{��
n(x)}n�0 take the form

��
n(x) =

n∑
k=0

hk(�)x
k with hn(�) = 1 and hk(�) ∈ R k = 0, 1,2, . . . , n.

In agreement with the general construction theory of Section3.2, the substitutions

� → m− 1 and x → ix,

yield the half-range Clifford–Hermite polynomials:

�n(ix) =
n∑

k=0

hk(m− 1)(ix)k

with

hn(m− 1)= 1 and hk(m− 1) ∈ R k = 0, 1,2, . . . , n.

They satisfy the recurrence relation:

�n+1(ix) = (ix − �̃n)�n(ix)− 	̃n�n−1(ix); n�0

with

�−1(ix) = 0 and �0(ix) = 1.
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The coefficients̃�n and	̃n in the recurrence relation can be calculated from:

	̃n + 	̃n−1 + �̃2n−1 = 2n+m− 2

2
,

�̃ñ�n−1̃	n =
(
n+ m−1

2

2
− 	̃n

)2

− (m− 1)2

16
,

with starting values

�̃0 =
�

(
m+1
2

)

�

(
m
2

) and 	̃0 = 0.

A few examples are

�0(ix)= 1,

�1(ix)= ix − �
(
m+1
2

)
�

(
m
2

) ,

�2(ix)= (ix)2 − �
(
m+1
2

)
2�

(
m
2

)(
m
2 −

(
�
(
m+1
2

)
�
(
m
2

) )2) ix

+

(
�

(
m+1
2

))2

2

(
�

(
m
2

))2(
m
2 −

(
�
(
m+1
2

)
�
(
m
2

) )2) − m

2
,

etc.
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[12] R. Delanghe, F. Sommen, V. Souček, Clifford Algebra and Spinor-Valued Functions, Kluwer Academic Publishers,

Dordrecht, 1992.
[13] H. Dette, Characterizations of generalized Hermite and sieved ultraspherical polynomials, Proc. Amer. Math. Soc.

348 (2) (1996).
[14] G. Freud, On the coefficients in the recursion formulae of orthogonal polynomials, Proc. Royal Irish Acad. Sci. Sect.

A 76 (1976) 1–6.
[15] W. Magnus, F. Oberhettinger, R.P. Soni, Formulas and Theorems for the Special Functions of Mathematical Physics,

Springer, Berlin-Heidelberg-New York, 1966.
[16] A. McIntosh, Clifford Algebras, Fourier Theory, Singular integrals and harmonic functions on Lipschitz domains,

in: J. Ryan (Ed.), Clifford Algebras in Analysis and Related Topics, CRC Press, Boca Raton, 1996, pp. 33–87.
[17] P. Nevai, Asymptotics for orthogonal polynomials associated with exp(−x4), SIAM J. Math. Anal. 15 (1984)

1177–1187.
[18] F. Sommen, Some connections between complex analysis and Clifford analysis, Complex Variables Theory Appl.

1 (1982) 97–118.
[19] F. Sommen, Special functions in Clifford analysis and axial symmetry, J. Math. Anal. Appl. 130 (1) (1988)

110–133.
[20] G. Szegö, Orthogonal Polynomials, American Mathematical Society Colloquium Publications, fourth ed., vol. 23,

American Mathematical Society, Providence RI, 1975.


